PDE4433 Assessment 2 – ML robotics practical

Task 1

Modification of Code for ANN Regression for robot arm control

import numpy as np

from sklearn.neural\_network import MLPRegressor

# Generate random joint angles and corresponding end-effector positions

n\_samples = 1000

theta1 = np.random.uniform(-np.pi, np.pi, n\_samples)

theta2 = np.random.uniform(-np.pi/2, np.pi/2, n\_samples)

theta3 = np.random.uniform(-np.pi/2, np.pi/2, n\_samples)

L1, L2, L3 = 1, 1, 1 # Lengths of the robot arm links

x = L1 \* np.cos(theta1) + L2 \* np.cos(theta1 + theta2) + L3 \* np.cos(theta1 + theta2 + theta3)

y = L1 \* np.sin(theta1) + L2 \* np.sin(theta1 + theta2) + L3 \* np.sin(theta1 + theta2 + theta3)

z = L1 \* np.sin(theta1) + L2 \* np.sin(theta1 + theta2) + L3 \* np.sin(theta1 + theta2 + theta3)

# Reshape input and output data for MLPRegressor

X = np.column\_stack((x, y, z))

Y = np.column\_stack((theta1, theta2, theta3))

# Split data into training and testing sets

n\_train = int(n\_samples \* 0.8)

X\_train, X\_test = X[:n\_train], X[n\_train:]

Y\_train, Y\_test = Y[:n\_train], Y[n\_train:]

# Train MLPRegressor on training set

mlp = MLPRegressor(hidden\_layer\_sizes=(100, 50), activation='relu', learning\_rate='adaptive', max\_iter=500)

mlp.fit(X\_train, Y\_train)

# Evaluate MLPRegressor on testing set

Y\_pred = mlp.predict(X\_test)

mse = np.mean((Y\_test - Y\_pred)\*\*2)

print('Mean Squared Error:', mse)

**Explanation of code:**

The program starts by defining the input\_array struct which represents each node of the linked list. The struct has two fields: value to store the integer value and nptr to store the pointer to the next node in the list.

The program also defines a global pointer fptr which points to the first element of the linked list. Initially, it is set to NULL.

The addElement() function is used to add an integer to the linked list. It takes an integer argument num, creates a new node with that value and adds it to the end of the list.

The findMinMax() function is used to find the minimum and maximum values in the linked list. It starts by checking if the list is empty. If not, it initializes two variables min\_val and max\_val with the value of the first node in the list. It then iterates through the rest of the list and updates these variables if a new minimum or maximum value is found. Finally, it prints the minimum and maximum values.

Task 1 questions

A. Changing the ANN structure and parameters:

We can try different combinations of the number of hidden layers, number of neurons per layer, activation functions, learning rate, number of epochs, and batch size. These changes can significantly affect the prediction accuracy of the ANN.

For example, we can add more hidden layers and neurons to the MLP regressor to improve its learning capacity. We can also try different activation functions, such as sigmoid, relu, or tanh, to see which one works best for our problem. Additionally, we can adjust the learning rate and the number of epochs to prevent underfitting or overfitting. Lastly, we can experiment with different batch sizes to optimize the training process.

B. Changing the ranges of the joint angles and the number of datapoints:

We can generate more or fewer datapoints for training and testing the ANN. Moreover, we can change the range of the joint angles to evaluate the robustness of the MLP regressor. It is essential to check the performance of the ANN when the input values are out of the training range.

C. Controlling a 3 joint robot arm moving in 3D space:

To extend the code to control a 3 joint robot arm moving in 3D space, we need to add the third joint and the z-axis to the forward kinematics equations. The forward kinematics equations now become:

x = L1 \* cos(theta1) + L2 \* cos(theta1 + theta2) + L3 \* cos(theta1 + theta2 + theta3)

y = L1 \* sin(theta1) + L2 \* sin(theta1 + theta2) + L3 \* sin(theta1 + theta2 + theta3)

z = L1 \* sin(theta1) + L2 \* sin(theta1 + theta2) + L3 \* sin(theta1 + theta2 + theta3)

We also need to extend the ANN to have 3 inputs and 3 outputs. The inputs are the desired x, y, and z coordinates of the end-effector, and the outputs are the corresponding joint angles theta1, theta2, and theta3.

After extending the code, we can train and test the ANN to analyze its learning performance. We can experiment with different ANN structures and parameters to optimize the learning process and improve the prediction accuracy.

Task 2

Code

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

from sklearn.model\_selection import train\_test\_split

from sklearn.preprocessing import StandardScaler

from sklearn.decomposition import PCA

from sklearn.svm import SVC

from sklearn.metrics import confusion\_matrix

# Load the data

data = pd.read\_csv("robot\_sensory\_data.csv")

# Separate the features and labels

X = data.iloc[:, :-1].values

y = data.iloc[:, -1].values

# Split the data into training and testing sets

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=0)

# Standardize the features

sc = StandardScaler()

X\_train = sc.fit\_transform(X\_train)

X\_test = sc.transform(X\_test)

# Perform PCA to reduce the dimensionality of the data

pca = PCA(n\_components=2)

X\_train = pca.fit\_transform(X\_train)

X\_test = pca.transform(X\_test)

# Fit the classifier to the training data

classifier = SVC(kernel='linear', random\_state=0)

classifier.fit(X\_train, y\_train)

# Predict the test set results

y\_pred = classifier.predict(X\_test)

# Evaluate the classifier

cm = confusion\_matrix(y\_test, y\_pred)

accuracy = (cm[0][0] + cm[1][1]) / np.sum(cm)

print("Accuracy:", accuracy)

# Visualize the results

fig, ax = plt.subplots(figsize=(8, 6))

for i, label in enumerate(np.unique(y)):

ax.scatter(X\_test[y\_test == label, 0], X\_test[y\_test == label, 1], label=label)

ax.legend()

ax.set\_xlabel('PC1')

ax.set\_ylabel('PC2')

ax.set\_title('PCA Visualization of Robot Sensory Data')

plt.show()

Explanation: In this code, we first load the mobile robot sensory data from a CSV file into a pandas dataframe. We then separate the features and labels, and split the data into training and testing sets using train\_test\_split from scikit-learn.Next, we standardize the features using StandardScaler, which centers the data around 0 and scales it to unit variance. Then, we use PCA to reduce the dimensionality of the data to 2 principal components.

Afterwards, we fit a SVC (Support Vector Classifier) to the training data using a linear kernel, and predict the test set results using the predict method.Finally, we evaluate the classifier using confusion\_matrix from scikit-learn, and calculate the accuracy. We also visualize the results using a scatter plot, where each data point is represented by its two principal components, and the different labels are represented by different colors.

Questions

import pandas as pd

import numpy as np

data = pd.read\_csv('https://archive.ics.uci.edu/ml/machine-learning-databases/00325/UCI%20HAR%20Dataset.zip')

X\_train = pd.read\_csv('UCI HAR Dataset/train/X\_train.txt,delim\_whitespace=True, header=None)

y\_train = pd.read\_csv('UCI HAR Dataset/train/y\_train.txt',header=None)

X\_test = pd.read\_csv('UCI HAR Dataset/test/X\_test.txt,delim\_whitespace=True, header=None)

y\_test = pd.read\_csv('UCI HAR Dataset/test/y\_test.txt',header=None)

from sklearn.neural\_network import MLPClassifier

from sklearn.metrics import accuracy\_score

from time import time

mlp = MLPClassifier(random\_state=42)

start\_time = time()

mlp.fit(X\_train, y\_train.values.ravel())

end\_time = time()

print("Training time:", end\_time - start\_time)

y\_pred = mlp.predict(X\_test)

accuracy = accuracy\_score(y\_test, y\_pred)

print("Accuracy:", accuracy)

Output

![](data:image/png;base64,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)

Modifications to the code

A. Changing the ANN structure and parameters can have a significant impact on the classification accuracy and training time. Some possible changes include:

Number of layers and neurons: Increasing the number of layers or neurons can increase the capacity of the network and potentially improve accuracy, but may also increase training time and risk overfitting. Conversely, reducing the number of layers or neurons may improve generalization and reduce training time, but may sacrifice accuracy.

Transfer functions: Changing the activation functions can affect the network's ability to learn complex relationships in the data. For example, using a sigmoid function can lead to saturation and slow learning, while using a ReLU function can accelerate learning and avoid saturation.

Learning rate: Increasing the learning rate can speed up training, but may also cause the network to overshoot optimal weights and become unstable. Decreasing the learning rate can improve stability, but may also slow down training and risk getting stuck in local optima.

Algorithms: Changing the optimization algorithm can also affect the speed and accuracy of training. For example, using stochastic gradient descent with momentum can accelerate convergence and avoid local minima, while using a batch gradient descent may lead to slow convergence and overfitting.

Stop conditions: Changing the stopping criteria can affect the tradeoff between training time and accuracy. For example, setting a high maximum number of iterations can improve accuracy but also increase training time, while setting a low tolerance for error can lead to faster convergence but risk underfitting.

B. Applying PCA on the dataset can reduce the dimensionality of the data and potentially improve classification accuracy by removing noise and redundant features. However, reducing the number of dimensions may also lead to loss of information and reduced accuracy. Varying the number of dimensions kept can help identify the optimal number that balances accuracy and dimensionality reduction.

To perform PCA on the dataset, we can use the PCA class from scikit-learn. Here's an example code that applies PCA with varying number of dimensions and evaluates the accuracy using a MLP classifier with default settings:

from sklearn.decomposition import PCA

from sklearn.metrics import accuracy\_score

from sklearn.neural\_network import MLPClassifier

from sklearn.model\_selection import train\_test\_split

# Split data into train and test sets

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.25, random\_state=42)

# MLP classifier with default settings

clf = MLPClassifier(random\_state=42)

# PCA with varying number of dimensions

for n\_components in range(10, 130, 10):

# Fit PCA on training set

pca = PCA(n\_components=n\_components, random\_state=42)

pca.fit(X\_train)

# Transform data using PCA

X\_train\_pca = pca.transform(X\_train)

X\_test\_pca = pca.transform(X\_test)

# Train MLP classifier on transformed data

clf.fit(X\_train\_pca, y\_train)

# Predict labels for test set

y\_pred = clf.predict(X\_test\_pca)

# Evaluate accuracy

acc = accuracy\_score(y\_test, y\_pred)

print(f"Accuracy with {n\_components} dimensions: {acc:.3f}")

**Explanation**

This code applies PCA with varying number of dimensions from 10 to 120, with steps of 10. For each number of dimensions, it fits PCA on the training set, transforms the data using PCA, trains an MLP classifier on the transformed data, and evaluates the accuracy on the test set. The results show how the accuracy changes with different number of dimensions.

Task 3

Code

{

"cells": [

{

"cell\_type": "markdown",

"id": "e6b48526",

"metadata": {},

"source": [

"# Task 3: Q-learning for mobile robot navigation"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "3b3499a4",

"metadata": {},

"outputs": [],

"source": [

"import numpy as np\n",

"import matplotlib.pyplot as plt\n",

"### auxiliary functions\n",

"\n",

"def action\_decode(act\_code):\n",

" dirs = {0: \"N\", 1: \"E\", 2: \"S\", 3: \"W\"}\n",

" return dirs[act\_code]\n",

"\n",

"def action\_encode(act):\n",

" dir\_codes = {\"N\": 0, \"E\": 1, \"S\": 2, \"W\": 3}\n",

" return dir\_codes(act)\n",

"\n",

"def display\_learning(series, label):\n",

" n\_episodes = len(series)\n",

" show\_n = 20\n",

" show\_step = int(n\_episodes/show\_n)\n",

" sequence = []\n",

" for i in range(show\_n):\n",

" sequence.append(np.mean(series[show\_step\*i:show\_step\*(i+1)]))\n",

" print((i+1) \* show\_step, ' episodes ', label, sequence[-1])\n",

" print('\\n')\n",

" plt.figure()\n",

" plt.plot(sequence)\n",

" plt.ylabel(label)\n",

" plt.xlabel('episodes')"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "e581bb23",

"metadata": {},

"outputs": [],

"source": [

"class grid\_env():\n",

"### definition of the maze environment\n",

"\n",

" def \_\_init\_\_(self, width = 5, height = 5, start = [0, 0], debug = False):\n",

" # Contructor methods create the environment with some given options\n",

" self.width = width\n",

" self.height = height\n",

" self.start = start\n",

" self.goal = [self.width - 1, self.height - 1]\n",

" self.debug = debug\n",

" self.n\_states = self.width \* self.height\n",

" self.reset()\n",

" \n",

" def reset(self):\n",

" # Reset method puts the state at the starting position\n",

" self.pos = self.start[:] # columns, rows\n",

" return self.pos, 0, False \n",

"\n",

" def state\_decode(self, obs\_code):\n",

" r = obs\_code // self.width\n",

" c = obs\_code % self.width\n",

" return([c, r])\n",

" \n",

" def state\_encode(self, position):\n",

" code = position[0] + position[1] \* (self.width) # columns, rows\n",

" return(code)\n",

"\n",

" def step(self, action):\n",

" # Depending on the action, update the environment state\n",

" if action == \"S\" and (self.pos[1] < self.height -1):\n",

" self.pos[1] += 1\n",

" elif action == \"N\" and self.pos[1] > 0:\n",

" self.pos[1] -= 1\n",

" elif action == \"W\" and self.pos[0] > 0:\n",

" self.pos[0] -= 1\n",

" elif action == \"E\" and (self.pos[0] < self.width -1):\n",

" self.pos[0] += 1\n",

"\n",

" done = (self.pos == self.goal) # check if goal was reached\n",

" if done:\n",

" reward = self.width + self.height # reward at goal\n",

" else:\n",

" reward = -1 # negative reward at every step\n",

"\n",

" if self.debug:\n",

" print(self.render())\n",

"\n",

" return self.pos, reward, done\n",

"\n",

" def render(self):\n",

" res = \"\"\n",

" for y in range(self.height):\n",

" for x in range(self.width):\n",

" if self.goal[0] == x and self.goal[1] == y:\n",

" if self.pos[0] == x and self.pos[1] == y:\n",

" res += \"@\"\n",

" else:\n",

" res += \"o\"\n",

" continue\n",

" if self.pos[0] == x and self.pos[1] == y:\n",

" res += \"x\"\n",

" else:\n",

" res += \"\_\"\n",

" res += \"\\n\"\n",

" return(res)"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "8f386e88",

"metadata": {},

"outputs": [],

"source": [

"class agent():\n",

"### definition of the agent\n",

"\n",

" def \_\_init\_\_(self, n\_obs, discount = 1, learning\_rate = 0.1, eps = {'start': 1, 'min': 0.01, 'decay': 0.001}):\n",

" self.action\_space = np.asarray([0, 1, 2, 3]) # north, east, south, west\n",

" n\_actions = np.shape(self.action\_space)[0]\n",

" self.Q\_table = np.zeros((n\_obs, n\_actions))\n",

"\n",

" self.epsilon = eps['start'] #initialize the exploration probability to 1\n",

" self.epsilon\_decay = eps['decay'] #exploration decreasing decay for exponential decreasing\n",

" self.epsilon\_min = eps['min'] # minimum of exploration proba\n",

" \n",

" self.gamma = discount #discounted factor\n",

" self.alpha = learning\_rate #learning rate\n",

" \n",

" def action\_selection(self, state):\n",

" if np.random.uniform(0,1) < self.epsilon:\n",

" action = self.action\_space[np.random.randint(0, 3)] # choose a random action with probability epsilon\n",

" else:\n",

" action = np.argmax(self.Q\_table[state,:]) # choose the best action for that state with prob 1-epsilon\n",

" return(action)\n",

"\n",

" def policy\_update(self, action, reward, state, next\_state):\n",

" self.Q\_table[state, action] = (1 - self.alpha) \* self.Q\_table[state, action] + self.alpha\*(reward + self.gamma\*max(self.Q\_table[next\_state,:]))\n",

"\n",

" def decrease\_exploration(self, e):\n",

" self.epsilon = max(self.epsilon\_min, np.exp(-self.epsilon\_decay\*e))\n",

" \n",

" def test\_agent(self, env):\n",

" state, \_, done = env.reset()\n",

" steps = 0\n",

" while not done and steps < 100:\n",

" action = ag.action\_selection(env.state\_encode(state))\n",

" next\_state, reward, done = env.step(action\_decode(action))\n",

" steps += 1\n",

" print(steps)\n",

"\n",

" def train(self, env, n\_episodes = 1000, max\_steps = 100):\n",

" all\_rewards = []\n",

" all\_steps = []\n",

" for e in range(n\_episodes): # iterate over episodes\n",

" state, \_, done = env.reset()\n",

" trial\_reward = 0\n",

" t = 0\n",

" while not done and t < max\_steps:\n",

" action = ag.action\_selection(env.state\_encode(state)) # step 1: choose an action\n",

" old\_state = state[:]\n",

" next\_state, reward, done = env.step(action\_decode(action)) # steps 2 and 3: The environment runs the chosen action and returns next state and reward\n",

" ag.policy\_update(action, reward, env.state\_encode(old\_state), env.state\_encode(next\_state)) # step 4: policy update\n",

" trial\_reward += reward\n",

" t += 1\n",

" ag.decrease\_exploration(e)\n",

" all\_rewards.append(trial\_reward)\n",

" all\_steps.append(t)\n",

" return(all\_rewards, all\_steps)"

]

},

{

"cell\_type": "markdown",

"id": "22c7a922",

"metadata": {},

"source": [

"Task 3\n",

"\n",

"A.\tModify the maze, changing size and shape, and different start positions. How many steps does it take to reach the target? Does the performance vary as you expect?\n",

"\n",

"B.\tChange the agent learning parameters (e.g. learning rate, discount factor, exploration values). How does performance change in terms of learning speed and ability to reach the target? What happens if exploration is always maximum? And if it decreases very quickly?\n",

"\n",

"C. Optional. Change the reward applied to different types of actions and test the learning performance. Are you able to find values for which learning is even faster? Imagine that there was a hole in the maze: how can you make the agent learn to avoid it?"

]

},

{

"cell\_type": "markdown",

"id": "5ff8309b",

"metadata": {},

"source": [

"# Your submission below"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "f0b5ffbe",

"metadata": {},

"outputs": [],

"source": [

"# this code is only an example, remove it or change it\n",

"\n",

"maze\_height = 10\n",

"maze\_width = 10\n",

"start = [0, 0]\n",

"maze = grid\_env(maze\_height, maze\_width, start)\n",

"\n",

"epsilon = {'start': 1, 'min': 0.01, 'decay': 0.001} # parameter epsilon needs to be a dictionary\n",

"ag = agent(maze.n\_states, eps = epsilon) # only one parameter is compulsory, try adding different values of discount factor and learing rate\n",

"episodes = 5000\n",

"steps = 100\n",

"[rewards, steps] = ag.train(maze, episodes, steps)\n",

"\n",

"display\_learning(rewards, \"reward \")\n",

"display\_learning(steps, \"steps \")\n",

"\n",

"print(ag.Q\_table)\n",

"\n",

"maze = grid\_env(maze\_height, maze\_width, start, debug = True)\n",

"ag.test\_agent(maze)\n"

]

},

{

"cell\_type": "code",

"execution\_count": null,

"id": "be4d89b4",

"metadata": {},

"outputs": [],

"source": []

}

],

"metadata": {

"kernelspec": {

"display\_name": "Python 3 (ipykernel)",

"language": "python",

"name": "python3"

},

"language\_info": {

"codemirror\_mode": {

"name": "ipython",

"version": 3

},

"file\_extension": ".py",

"mimetype": "text/x-python",

"name": "python",

"nbconvert\_exporter": "python",

"pygments\_lexer": "ipython3",

"version": "3.9.15"

}

},

"nbformat": 4,

"nbformat\_minor": 5

}

Modification:

maze = [

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

[1, 0, 1, 0, 0, 0, 0, 1, 0, 1],

[1, 0, 1, 0, 1, 1, 0, 0, 0, 1],

[1, 0, 0, 0, 0, 1, 1, 1, 0, 1],

[1, 0, 1, 1, 0, 0, 0, 0, 0, 1],

[1, 0, 0, 1, 0, 1, 1, 0, 0, 1],

[1, 1, 0, 0, 0, 0, 1, 0, 1, 1],

[1, 0, 1, 1, 1, 0, 0, 0, 0, 1],

[1, 0, 0, 0, 1, 1, 0, 1, 0, 1],

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

]

start = (1, 1)

goal = (8, 8)

Output

![](data:image/png;base64,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)

B. Change the agent learning parameters (e.g. learning rate, discount factor, exploration values). How does performance change in terms of learning speed and ability to reach the target?

import numpy as np

import random

# define the maze

maze = np.array([

[0, 0, 0, 0, 0, 0],

[0, 0, 1, 1, 1, 0],

[0, 1, 0, 0, 0, 0],

[0, 1, 1, 1, 1, 1],

[0, 0, 0, 0, 0, 0]

])

# define the rewards

rewards = np.array([

[-1, -1, -1, -1, -1, -1],

[-1, -1, 0, 0, 0, -1],

[-1, 0, -1, -1, -1, -1],

[-1, 0, 0, 0, 0, 10],

[-1, -1, -1, -1, -1, -1]

])

# define the parameters

num\_episodes = 5000

max\_steps\_per\_episode = 100

learning\_rate = 0.8

discount\_factor = 0.95

exploration\_rate = 0.1

exploration\_decay\_rate = 0.99

# define the Q-table

q\_table = np.zeros((maze.shape[0], maze.shape[1], 4))

# define the helper functions

def get\_next\_action(state):

if random.uniform(0, 1) < exploration\_rate:

return random.randint(0, 3)

else:

return np.argmax(q\_table[state[0], state[1]])

def get\_new\_state\_and\_reward(state, action):

new\_state = state.copy()

if action == 0 and state[0] > 0:

new\_state[0] -= 1 # move up

elif action == 1 and state[0] < maze.shape[0]-1:

new\_state[0] += 1 # move down

elif action == 2 and state[1] > 0:

new\_state[1] -= 1 # move left

elif action == 3 and state[1] < maze.shape[1]-1:

new\_state[1] += 1 # move right

reward = rewards[new\_state[0], new\_state[1]]

done = reward == 10

return new\_state, reward, done

# run the training

for episode in range(num\_episodes):

state = [0, 0]

exploration\_rate \*= exploration\_decay\_rate

for step in range(max\_steps\_per\_episode):

action = get\_next\_action(state)

new\_state, reward, done = get\_new\_state\_and\_reward(state, action)

# update the Q-table

old\_value = q\_table[state[0], state[1], action]

next\_max = np.max(q\_table[new\_state[0], new\_state[1]])

new\_value = (1 - learning\_rate) \* old\_value + learning\_rate \* (reward + discount\_factor \* next\_max)

q\_table[state[0], state[1], action] = new\_value

state = new\_state

if done:

break

# print the learned Q-table

print(q\_table)

# test the performance

state = [0, 0]

steps = 0

while True:

action = np.argmax(q\_table[state[0], state[1]])

new\_state, \_, done = get\_new\_state\_and\_reward(state)

C. Optional. Change the reward applied to different types of actions and test the learning performance. Are you able to find values for which learning is even faster? Imagine that there was a hole in the maze: how can you make the agent learn to avoid it?

import numpy as np

# Define the maze

maze = np.array([

[0, 0, 0, 0, 0],

[1, 1, 1, 0, 0],

[0, 0, 1, 0, 0],

[0, 0, 1, 1, 1],

[0, 0, 0, 0, 0]

])

# Define the reward matrix

reward = np.zeros\_like(maze, dtype=float)

reward[maze == 1] = -1 # Assign a negative reward for hitting a wall

reward[maze == 2] = 10 # Assign a high reward for reaching the goal

reward[2, 2] = -100 # Assign a high penalty for falling into the hole

# Define the Q-learning function

def q\_learning(reward, maze, learning\_rate=0.1, discount\_factor=0.95, exploration\_rate=0.1, max\_steps=100):

q\_table = np.zeros((maze.size, 4))

state = np.ravel\_multi\_index(np.where(maze == 3), maze.shape)

num\_steps = 0

while num\_steps < max\_steps:

# Take an action

if np.random.uniform() < exploration\_rate:

action = np.random.choice(4)

else:

action = np.argmax(q\_table[state])

# Move to the next state

if action == 0: # Up

next\_state = np.ravel\_multi\_index((max(0, np.unravel\_index(state, maze.shape)[0] - 1), np.unravel\_index(state, maze.shape)[1]), maze.shape)

elif action == 1: # Down

next\_state = np.ravel\_multi\_index((min(np.unravel\_index(state, maze.shape)[0] + 1, maze.shape[0] - 1), np.unravel\_index(state, maze.shape)[1]), maze.shape)

elif action == 2: # Left

next\_state = np.ravel\_multi\_index((np.unravel\_index(state, maze.shape)[0], max(0, np.unravel\_index(state, maze.shape)[1] - 1)), maze.shape)

else: # Right

next\_state = np.ravel\_multi\_index((np.unravel\_index(state, maze.shape)[0], min(np.unravel\_index(state, maze.shape)[1] + 1, maze.shape[1] - 1)), maze.shape)

# Update the Q table

q\_table[state, action] += learning\_rate \* (reward[state, action] + discount\_factor \* np.max(q\_table[next\_state]) - q\_table[state, action])

# Move to the next state

state = next\_state

num\_steps += 1

# Check if the goal has been reached

if maze[np.unravel\_index(state, maze.shape)] == 2:

return num\_steps

return np.inf # If the goal was not reached in max\_steps

# Test the Q-learning function

learning\_rate = 0.